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language code for a hypothetical computer; the second five chapters are a thorough 
standard introduction to the Fortran language (based on the Fortran IV compiler 
under IBSYS on the IBM 7090/94 and 7040/44); the final five chapters cover 
elementary programming techniques and automata theory. 

The title of the book would more properly be that of a beginning course, since 
the text is not intended to provide comprehensive coverage of many topics. Thus 
the chapters on Numerical and Non-Numerical Methods and on Simulation actu- 
ally discuss the computational implications of a few simple examples rather than the 
subjects themselves. A valuable feature of the text is its attempt to indicate what is 
implied in terms of actual machine operations by the writing of certain Fortran 
statements. Because the hypothetical machine code discussed is not for the com- 
puters on which the Fortran language is implemented, this technique finds only 
limited application in the chapters on Fortran. 

JOHN EHRMAN 
Stanford Linear Accelerator Center 
Stanford University 
Stanford, California 

102[Z].-JOHN VON NEUMANN, Theory of Self-Reproducing Automata, Edited and 
completed by Arthur W. Burks, University of Illinois Press, Urbana, Illinois, 
1966, xix + 388 pp., 24 cm. Price $10.00. 

This volume consists of a meticulously edited version of a series of five lectures 
on basic computer theory given by von Neumann at the University of Illinois in 
December 1949, together with an extensive but unfinished manuscript on computer 
self-reproduction written by von Neumann in 1952-1953. The Illinois lectures are 
particularly interesting for von Neumann's digressions on the future and general 
significance of computers as seen by him in 1949. Some of his comments on the 
problem of complexity are still highly apropos, perhaps more in connection with 
software than with hardware. 

The manuscript forming the second part of the book is a good example of von 
Neumann's very brilliant mathematical style, but is perhaps somewhat disappoint- 
ing in the result which it presents. Consider an infinite set of small Turing machines, 
all but one initially in a wait state and with blank tapes, and each capable of writ- 
ing onto the tape of its neighbors and of putting its neighbors into an initial active 
state. It is then reasonably clear that by copying its own tape onto the tape of one 
of its neighbors and starting this neighbor, a Turing machine is able to initiate a 
process of self-reproduction of a suitable given set of tapes. Von Neumann's paper 
expands upon this observation, showing by explicit construction that both the 
basic Turing machines and their tapes can be simulated in a hypothetical crystal 
medium, each of whose points is an elementary 29-state automaton. 

The editor provides a well-written and instructive historical account of von 
Neumann's work with computers. 

JACOB T. SCHWARTZ 
Courant Institute of Mathematical Sciences 
New York University 
New York, New York 10012 

103[Z].-JAGJIT SINGH, Great Ideas in Information Theory, Language and Cyber- 
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netics, Dover Publications, Inc., New York, 1966, ix + 338 pp., 22 cm. Price 
$2.00. 

Computers which were developed primarily for solving long and complicated 
mathematical problems involving millions of separate calculations have in recent 
years begun to be treated as general symbol-processing devices capable of perform- 
ing any well-defined processes for the manipulation and transformation of infor- 
mation. 

The purpose of this well-written paperback is to inform the nonspecialist about 
current research on intelligent behavior by computer. The topics included are: the 
ideas of information theory, species of information processors, computers and the 
nervous system and the realization of Artificial Intelligence. The table of contents 
is informative and interesting: 

I. Language and Communication 
II. What is Information? 

III. Information Flow over Discrete Channels 
IV. Coding Theory 
V. Reliable Transmission and Redundancy 

VI. Continuous Channels 
VII. Information and Entropy 

VIII. Automatic Computers-Analogue Machines 
IX. Automatic Computers-Digital Machines 
X. The Computer and the Brain 

XI. Neural Networks-McCulloch and Pitts 
XII. Neural Networks-von Neumann 

XIII. Turing Machines 
XIV. Intelligence Amplifiers 
XV. Learning Machines or Perceptrons 

XVI. Artificial Intelligence-Game Playing Machines 
XVII. Artificial Intelligence-Translating Machines 

XVIII. Uttley Machines 
XIX. Mathematical Theories of the Living Brain 

Not much mathematical preparation is required to understand the mathemat- 
ical parts-high school algebra appears actually to be adequate. All the chapters 
start out with lots of good, simple, clear, motivating material which places the sub- 
ject in its historical and scientific context in an engrossing manner. Unfortunately, 
and perhaps unavoidably, the difficulties of explaining new advanced technical in- 
formation to the layman in a few pages become prodigious and the actual explana- 
tions are frequently not really satisfying. The typical chapter then winds up with a 
good summary of what has been discussed and its implications. 

This book might be useful to teachers of computing science courses for supply- 
ing interesting motivation and organization to their lessons. It will certainly be 
interesting and helpful to students of computing science and technology. Although 
in a popular treatise one does not expect a bibliography, it would have been most 
useful if one had been included. 

A. LAPIDUS 

Courant Institute of Mathematical Sciences 
New York University 
New York, New York 10012 


